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# Context

We describe in this report the construction of a machine learning pipeline designed to train a model capable of accurately detecting sub-events (meaningful happenings) during football matches by classifying tweets. Training data consists of 12 labeled matches, with 4 additional unlabelled matches used for evaluation. We take inspiration from the work of G. Bekoulis *et al.* [1]

# 1. Data Preprocessing and Feature Selection/Extraction

## 1. Preprocessing

Here we normalize the content of the tweets to keep only meaningful data :

* Lowercasing and Lemmatization: standardized text to lowercase and reduced words to their base forms (e.g., `running` to `run`) for consistency ;
* Duplicate Removal: dropped duplicate tweets to ensure data uniqueness : keeping duplicates not only multiplies the amount of rows we have to process, but also reduces our models accuracy (~10% for the LSTM) ;
* Stop Word Removal: filtered out common stop words (e.g., `the`, `and`) to reduce noise (non informative data) ;
* Transforming non textual content: URLs, user mentions and emojis are all changed according to the embedding model used (i.e. URLs -> ‘HTTPURL’ for bertweet).

This preprocessing has been carefully chosen and adapted to the next step (*e.g.* changing URL formatting to fit expected input for BERT encoding) because it has been shown to provide significant improvement on classification accuracy [2].

## 2. Feature Motivation and Intuition

Feature engineering, or the choosing the right data to use during our predictions, is essential to accurate classification [3].

The first obvious information to give to the model is the content of the tweet that has been normalized in the first step. However, using raw text is proven to be less efficient than tokenizing and embedding it [9], which lets us represent the meaning of words through vectors.

We tried two encoders before finding the right one :

* GloVe : good at capturing context using word to word occurrences, but cannot embed out of vocabulary words [9].
* Paraphrase MPNet and BERT base : pre-trained language model based on the BERT architecture proposed by J. Devlin *et al.* [4] that are often used in the state of the art of NLP [5].

We finally decided to use BERTweet, a model using the same BERT-base architecture but has been trained specifically for tweet encodings. It has been shown to outperform regular BERT models for tweet based NLP tasks [6].

# 2. Model Choice, Tuning and Comparison

## 2.1 Background and Motivation

The goal of this task is to classify events based on textual information from tweets. To achieve this, we explored four different classification models: Logistic Regression and Random Forest, a Long Short Term Memory (LSTM) model and a transformer (Self-Attention Mechanism). This section outlines the performance comparison and discusses the strengths and weaknesses of each model.

## 2.2 Logistic Regression & Random Forest Model

The baseline algorithm used was a logistic regression (LR). This algorithm is one of the earliest methods of text classification [7] but expects data points to be independent [8], which is why we decided to try a random forest. They have the advantage of being fast to train compared to other deep learning methods [8]. However the lack of accuracy (same results as LR) and temporal component led us to search for a new model.

## 2.3 LSTM Model

LSTM (Long Short-Term Memory) is a type of recurrent neural network (RNN) designed to handle sequential data. It is particularly effective in capturing temporal dependencies and contextual relationships.

Selecting the right set of Hyper Parameters for a ML model are essential to obtain best results [10]. There are multiple ways of fine tuning hyper parameters. Amongst them are :

* Grid search : methodical search of a whole hyper space of parameters;
* Manual search : tweaking of parameters by hand;
* Random search : exploring the subspace randomly.

Given the same amount of computational power, random search gives better results than grid search [11].

During training we have used a combination of random and manual search, which is an efficient way of reaching best parameters [12]. We first test a lot of combinations using random search, then manually explore the subspace that brought the best results. For this model we have 5 dimensions of hyper parameters (with search range in brackets):

* Model architecture : number of layers [1, 3] and neuron per layers [100 - 300];
* Training parameters : learning rate [0.001, 0.01], number of epochs [500, 3000], batch size [32, 128].

Results (available in fig 1.a and 1.b) helped us steer the manual search in the right direction.

## 2.4 Transformer

The core innovation of the Transformer architecture lies in the introduction of the self-attention mechanism, which enables the model to directly capture dependencies between different positions in the input sequence without relying on traditional recurrent neural networks (RNNs) or convolutional neural networks (CNNs) [13].

We have tried training a BERT model [4] to classify tweets but the algorithm being very computationally heavy led to unwanted interruptions of the training overnight. In the restricted time available to use we only succeeded in training the model on 10% of the available data, after train/test split. These limitations led to the model only achieving 62% accuracy.

## 2.5 Model Comparison

Our model comparison highlighted trade-offs between efficiency and accuracy:

* Logistic Regression & Random Forest: These baseline models were quick to train but failed to capture temporal dependencies, yielding similar, suboptimal accuracy.
* LSTM Model: With strong temporal modeling capabilities, the LSTM outperformed other models, achieving the highest accuracy. A combination of random and manual hyperparameter tuning maximized its performance, making it the most effective within our constraints.
* Transformer-Based Model: While promising due to its self-attention mechanism, the high computational cost limited its training to a fraction of the dataset, resulting in only 62% accuracy.

# 3. Conclusion and improvements

This project highlights the practicality of LSTM models for classifying sub-events in football matches using tweets. Their ability to model temporal dependencies, combined with reasonable computational demands, makes them highly effective for this type of task.

Our findings suggest that transformer models, while potentially more powerful, require substantially more resources to fully realize their potential. Future research should explore strategies to mitigate these constraints, such as leveraging more efficient transformer variants or distributed training setups.

Further work could be done to improve the LSTM classification. We believe using Beginning, Inside, Outside (BIO) tags like G. Bekoulis *et al.* [1] instead of simple binary classification could better leverage the temporal capabilities of LSTMs. With enough time we believe a full transformer model might bring equivalent or better results than the LSTM. We would also like to explore weight decay to prevent overfitting in our LSTM model, which would let us run more epochs and potentially have better overall results [14]. We believe that more feature engineering can be done, for example taking into account the number of tweets per minute when predicting. We have implemented the necessary code but haven’t had time to properly test the effectiveness of it.

# Appendix

## 1. Tables

#### fig 1.a : Representation of the hyperparameter search conducted on the LSTM. Each dot is a trained model.

#### fig 1.b : Representation of the hyperparameter search conducted on the LSTM. Each dot is a trained model.
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## 3. Notes on the codebase

### Efficiency

Because machine learning algorithms are very expensive computation wise, using all the computing power available to us was paramount to this project. That is why very early we ensured that all processes that could be parallelized would be. For example the preprocessing steps can be carried out on each file separately, so we used the multiprocessing library of python to start a new process per core that would each process a different file.

But parallelizing isn't the only answer to limited time and compute power. When possible we also saved the results of expensive computation to binary files on the disk, using the pickling abilities of the pandas library.

### Clean code

The provided baseline code was a relatively concise, one file python script. However with complexification of the prediction pipeline the code became less readable. We decided to rewrite the whole codebase into multiple files and classes that could be instantiated with different parameters. In combination with the pickling mentioned above, this has proven to be very useful to try new tools in the pipeline, like for example modifying the embedding stage. We would only have to save the pickled data somewhere, change parameters in the targeted class, and observe the results.

### Working with git

As all non trivial codebases need an efficient version control system. We have decided to use git in conjunction with github to host our project and let us work as a team more efficiently. The repository can be publicly accessed here :

<https://github.com/FBI-openup/Data-challenge-Sub-event-Detection-in-Twitter-streams/>